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Abstract

This progress report summarizes work performed under AFOSR-88-0152 on parallel logic programming,
problem solving, and deductive databases. A parallel problem solving system, PRISM (Parallel Inference Sys-
tem), that was implemented on McMOB was ported to the BBN Butterfly machine. Two versions of PRISM
were developed and are operational on the Butterfly: a message passing ring structure system and a shared-
memory system.

Experimental testing of PRISM on McMOB continued, while experiments were also conducted on the
Butterfly systems. Three enhancements were made and completed during the grant period. These are: a capa-
bility to handle negated queries and a capability to assert and retract statements.

In addition to the above, work continued in the area of informative answers to queries in deductive data-
bases. A thesis was completed on the subject. An interpreter was developed and is running, that can take res-
tricted natural language as input and can respond with a cooperative natural language output

In the area of parallel software development, the following were accomplished. Theoretical work on
slicing/splicing was completed. Tools were provided for software development using artificial intelligence tech-
niques. Al software for massively parallel architectures was started.



1. Introduction

We describe research conducted in problem solving, deductive databases, and parallel systems software
under Air Force Grant AFOSR-88-0152. A parallel problem solving system based on logic, PRISM (PaRallel
Inference SysteM), implemented on the McMOB parallel processor was ported to the BBN Butterfly r machine.
The ported PRISM system maintained the ring structure of the McMOB system. We shall refer to this system
as PRISM-BMP. In addition, a shared-memory version of the system was developed for the Butterfly machine,
which will be referred to as PRISM-SM. The PRISM-McMOB system will be referred to as PRISM. All three
PRISM systems underwent experimental testing, and were enhanced in a number of ways.

In the following section we provide a description of the accomplishments under the grant. In the area of
parallel problem solving, three PRISM systems are fully operational and tested on parallel architectures. Exten-
sive experimentation was continued on PRISM and experimentation was started on the PRISM-BMP and
PRISM-SM systems. An interpreter has been developed to implement our theory of informative answers for
queries to deductive databases and problem solving systems. These and other accomplishments are described in
Section 2.1.

In the area of parallel software development, we completed the research on slicing/splici ±'--zlop"
tools for software development using techniques from t.rtificial Intelligence; and investigated Al software for
massively parallel architectures. These accomplishments are described in Section 2.2.

As a consequence of the work accomplished during the past year, we have published:

(1) 3 Ph.D. theses with partial support from the grant, [Ga188b, Koh87a, Sher87.

(2) 1 M¢aster of Science Degee Scholarly Paper, [Gaa88I.

(3) 1 journal article (invited), [Min881.

(4) 2 journal articles accepted and to appear, [Cha88, Gra88J

(5) 3 refereed conference papers, [Ga187a, HVM87, Lobo88].

(6) 1 book chapter, [Ga188a].

(7) 1 book chapter to appear (invited), [Ga188c].

Additional papers are in progress. A list of papers that have been written during the current grant is pro-
vided in Section 2.3. A total of 4 published papers have appeared in print, and a total of 3 additional papers
have been accepted for publication during the grant period. The refe.-ences in Section 4 of the proposal list all
papers produced with support from the AFOSR during the several years that the Air Force has been supporting
the research.
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2. Accomplishments on Effort During Period October 15, 1987- September 1, 1988

This section is subdivided into three major parts. The first section, 2.1. describes the accomplished
research with respect to PRISM - the parallel problem solving system. The second section, 2.2. describes the
eiforts for the development of parallel systems software and hardware for experimentation with parallel algo-
rithms. Section 2.3 contains a lst of all papers and reports written during the grant period.

Two major efforts were proposed:

(1) Parallel Inference System Developments
(2) Parallel SoftwareAHardware Developments

Each of these tasks and their sub-tasks are described in the following two sections.

2.1. Parallel Inference System Efforts

There were six major tasks that we planned to undertake during the proposed grant period. These are the
first 6 tasks listed below. In addition, work was performed on the analysis of parallel algorithms, item 7.

(1) Perform Continued Experiments With PRISM on McMOB
(2) Add Additional Features to PRISM
(3) Integrate Kohli's Control Language Specification into PRISM
(4) Incorporate the EDB into PRISM
(5) Develop PRISM for the Butterfly and Connection Machines
(6) Extend the Work on Informative and Cooperative Answers
(7) Analysis of Parallel Algorithms

Each of these topics is expanded upon in the following sections.

2.1.1. Perform Continued Experiments With PRISM on McMOB

Three classes of experiments were performed-

(1) Continued Experiments with the Current System.

We have performed a large number of experiments on the current system that incorporate OR-parallelism.
These experiments have been performed with problems that cover a wide range of domains including graph
problems, combinatorial problems (the four queens problem), natural language processing, and others.

We have also developed a program that generates a logic program that conforms to the specification of an
abstract AND/OR tree. That is, we can specify that a logic program be generated where the tree of the execu-
tion of the program has a particular shape. Each node can have a specified number of OR-branches, the
solution(s) may be specified to be at a particular depth and there may be a specified number of AND-branches at
a node. These programs were used to test the performance of the system on problems with given abstract proper-
ties. The purpose of these experiments was to determine the classes of problems for which the PRISM system is
useful. Although we have started experimentation here, much more work remains to be done and the work will
be continued.

Using programs collected from the literature and abstract benchmark programs we are able to obtain
speed-ups of 50 factors using up to 80 processors. Abstract programs which are tailored to exploit parallelism at
a very low cost have been shown to exploit parallelism almost perfectly (up to 75 factors of speed-up using 80
processors). Extrapolating from the data obtained we conclude that saturation for most of the problems con-
sidered would occur when using around 100 processors [Giu88). A study was performed comparing the size of
benchmark programs to the amount of parallelism obtained. The results indicate that increasing the size of a
benchmark program by an order of magnitude only allows for a linear increase in the speed-up factor obtained.

Two issues involving the distribution of goals to processors were examined. First we examined techniques
for preventing trivial goals from being distributed to remote processors. This was accomplished through the use
of heuristics and program annotations. The PRISM control annotations allow the user to prevent unwanted OR-
parallelism. In many cases a goal will unify with more than one clause. However, after simple tests, not
expressable through unification, only one of the clauses will execute to completion. The annotations can prevent
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these clauses from being executed in paralle and thus avoid the overhead associated with sending a goal to a
remote processor. Heuristics were examined which prevent trivial goals from being sent to remote processors.
The heuristics consider the number and types of literals in a goal and the size of terms in the goal. Although
these heuristics are useful in many settings they are limited in that they only measure the size of a goal presum-
ing it succeeds. The heuristics do not measure the possibility that a goal will fail immediately [Giu87].

A second issue in the distribution of goals to processors is'communication protocols which allow proces-
sors to know when remote resources are available. This type of knowledge is needed for efficient performance.
If no remote resources are available then a useless overhead results if an attempt is made to send queries to
remote machines. If processors are available and not being exploited then parallelism is prevented. Communi-
cation schemes which tell processors when remote resources are available were examined and were shown to.
have a large affect on systems performance [Giu88].
(2) Experiments with AND-Parallelism and Alternative Control Methods

We have integrated AND-parallelism into the PRISM system. Because of other tasks, we have been unable
to experiment with the two modes of AND-parallelism: independent and dependent.

In independent AND-parallelism the subproblems at a node do not share variables. Hence bindings that
are returned do not have to be tested. In independent AND-parallelism there is no problem in sending the sub-
problems to another machine tz be solved. The major problem is that one must not send trivial problems to be
solved. In this case, the strategies for sending OR-branches to a new probiom solver are applicable and can be
used.

In dependent AND-parallelism complications arise in sending a problem to a new machine, since the bind-
ings that are returned have to be sent to the parent machine in which the split was performed to test whether or
not the bindings are compatible. Hence, additional strategies have to be devised and experimented with.
(3) Experiments with the Constraint Machine

Although the constraint machine is operational and integrated with the basic system, we have not per-
formed extensive experiments with the system to determine the circumstances in which constraints will help.
Such issues as the number of constraint machines vs. the number of problem solving machines are important to
study. At the present time there can be only one constraint machine. We are planning to modify the system to
develop the capability of having multiple constraint machines.

We have determined several areas in which ingerity constraints can be useful to prune search spaces
including type reasoning, database applications, and some generate and test programs. Constraints are used to
detect failure without having to execute the goal. In some of the examples considered the constraints could,
with some effort, be incorporated into the original logic program. However, this would result in code whose
declarative meaning is obscure. By using a separate integrity constraint machine we have a mechanism to detect
failure early while maintaining a clean declarative programming style.

The application areas identified show that constraints are useful if there is no overhead in checking for
constraint violation. We plan to conduct experiments to determine how valuable constraints are in a parallel
system. The use of constraints will increase the amount of messages passed between processors. It may turn out
that the benefits associated with pruning the search space will be offset by the added communication between
processors.

2.1.2. Add Additional Features to PRISM
There are three non-lcgical features that we are in the process of adding to the PRISM system. These are:

(a) Assert a clause.
(b) Retract a clause.
(c) No; Operator.

These three capabilities will be useful in writing application programs in artificial intelligence. The assert
capability will permit us to add lemmas derived by the system. This capability was needed when we wrote a
meta-interpreter to simulate the behavior of a person performing real-time reasoning [MPS86]. The capability
has been designed and implemented. The ability to retract data is also needed in other work that is being per-
formed at Maryland by Don Perlis on a memory model [Per87]. We would like to test his memory model on
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the PRISM system. Work on simulation of real-time reasoning and on the memory model was performed under
a different grant The retract capability has also been designed and implemented.

We have also designed and implemented the not operator. It will permit us to obtain negative answers to
a query by negation as failure. The negation operator may be used only in the case where the literal is fully
grounded and can operate only sequentially or in restricted AND-parallelism.

2.1.3. Integrate Kohli's Control Language Specification into PRISM

With partial support from this grant, a thesis has been written by Kohli [Koh87] that describes a compiler
that permits a user to develop an interpreter with a control capability specified for a particular application. The
compiler has been written and experiments have been conducted with the compiler output An interpreter with
the PROLOG control strategy was implemented and compared with PROLOG. Tests run on the VAX machine
indicate that the compiled control operates approximately half as fast as PROLOG. However, for control struc-
lures that have to be implemented with a meta-interpreter on PROLOG, the compiled interpreter operates
approximately ten times as fast as the meta-interpreter. Hence, the approach is both significant and viable for
obtaining interpreters with control strategies different than that incorporated in PROLOG.

2.1.4. Incorporate the EDB into PRISM

Although the Extensional Database (EDB) had been implemented and tested with the simulated belt, it
was not integrated and tested with the full system. At present EDB machines contain only ground, fuiction-free
atomic formulae, permit multiple relations to be stored in a single machine, and allow a single relation to reside
in one or more machines. The EDB has been fully integrated into the McMOB system. A Master's Degree
Scholarly Paper, supported by the grant, describes the EDB system [Gaa881.

2.1.5. Develop PRISM for the BBN Butterfly Machine and Connection Machine

We have implemented the PRISM system on the Butterfly architecture. Our objective was to obtain com-
parative analyses of the same system on two different architectures. In addition, the Butterfly machine has 128
nodes, while the McMOB system has only 16 nodes.

The PRISM system has been implemented using the C language. ihe C language is also available on the
Butterfly. Hene, many of the programs needed only to be recompiled to be able to be run on the Butterfly.
There are two major programs that have been developed. These are:

(a) A loader that takes a specified configuration of PRISM machines (PSMs, IDBs, EDBs, and CSMs) and
inaps each machine onto a different node of the Butterfly.

(b) A message passing system which alk.ws PP.ISM machines to communirate. Four addressing modes were
implemented to permit PRISM messages to be sent to alternative PRISM machines. The four capabilities
are:

- direct address: the message contains the specific address of the machine to which the message is
being sent;
- single pattern: the first machine which has the specified pattern is to pick up the message;
- all: all machines receive the same message; and
- all patterns: the message is sent to all machines with the specified pattern.

In the above, we translated PRISM to the Butterfly without taking advantage of the Butterfly shared-
memory system. We refer to the PRISM system implemented on the Butterfly in the message passing mode as
PRISM-BMP, while the PRISM system on McMOB is referred to as PRISM. Some experiments have been run
to compare PRISM against PRISM-BMP. The experiments indicate that the systems have very similar parallel
performance. PRISM-BMP is generally faster when using a single machine and becomes slower as more
machines are used [Giu88].
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In addition we have redesigned and implemented PRISM to take better advantage of the shared-memory of
the Butterfly. The implementation, which only supports OR-parallelism, correctly implements the PRISM con-
trol annotations. In the implementation the proof tree is shared by all processors. A global work queue is used
to distribute work to alternative processors. Initial results indicate that the system has a faster uni-processor
speed than the message passing versions of PRISM [Dur88].

Although we did not anticipate implementing the new design, we were able to accomplish this task. The
PRISM shared-memory system will be referred to henceforth as PRISM-SM. Because we implemented PRISM-
SM, some of the other tasks that we had anticipated accomplishing may not be completed during thc remainder
of the grant period. Some experiments on the PRISM-SM system were performed and comparisons with the
other two designs were conducted.

2.1.6. Extend the Work On Intelligent and Cooperative Answers
Work on generating cooperative answers to database queries was continued. As anticipated, a Ph.D. thesis

has been written on this topic [Ga88b]. The thesis, done entiiely at the University of Matyland with partial
support from the grant, was awarded to Annie Gal at the University of Rennes, where it was defended in
December 1988. She received her degree whith High Honors.

Detailed heuristics concerning the incorporation of natural language into the informative answer process
have been developed. We also implemented an interpreter that takes queries as input and provides informative
answers to a user in natural language, as output. The interpreter builds on the meta-interpreter developed by
Lobo and Minker [Lobo88]. We have augmented the meta-interpreter to permit the cooperative answer process
to access the integrity constraints that have been employed. The use of integrity constraints is the means by
which we are able to provide generality, and to achieve cooperative answers. In addition, ten heuristic rules
have been developed to permit the most relevant of the many possible cooperative responses, to be output to the
user [Ga87, Ga88a, Ga88b, Ga88c]. We believe that this general approach to providing cooperative answers
to queries will be fundamental to expert systems and deductive databases.

To develop user-friendly systems, it is necessary to enhance the cooperative character of natural language
dialogue between a user and a database. This research demonstrates how semantics already present in a data-
base, in the form of integrity constraints, allow a database interface to respond more cooperatively to a ques-
tioner. This study suggests a new use for integrity constraints which have served mainly to control updates in
databases, and to semantically optimize queries.

The domain-independent general approach to provide informative and cooperative answers to users can be
si,,ar'-ed t follows. All information relevant to a user's query and to the enhancement of a cooperative
answer must be collected. Misconceptions between a user's knowledge and a database are detected !uring this
stage. A collection process has been developed where integrity constraints, the user's current query, and the
database itself are consulted. A cooperative response, however, entails more than simply providing all informa-
tion collected about a query. Heuristics have been specified to determine which information collected by the
system should be submitted to a user. The rules developed are he rnajor corrbuion of the . They con-
trol the quality and quantity of information to be returned to a questioner. These rules may be summarized
briefly as follows:

1. Screening out misconceptions:

When several misconceptions are discovered in a query, a selection takes place to choose those miscon-
ceptions which most likely correct the questioner's misunderstanding.

2. Clarity of the resulting response:

Under appropriate circumstances, a summary response, short and non-enumerative, may be more desirable
(because it is clearer and less likely to mislead the user by generating false explanations), than a long enumera-
tive answer.

3 Relevance of the ,ponse:
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Wlca an integrity constraint is related to a query, two further rules decide if the constraint is informative
enough to be part of the cooperative response. For example, an integrity constraint which restricts the generality
of i query is selected, while an integrity constraint which does not change the query in any way is not con-
sidered sufficiently informative to be explained to a questioner.

4. Terseness of the Response:

Sometimes explanations individually seiected as part of a cooperative response are partially or totally
redundant when brought together. Additional rules are used to choose the most appropriate explanation.

A detailed description of the method and heuristic rules used may be found in [Gal87,Gal88]. An imple-
mentation of the approach in the form of a natural language database interface has been designed and is
currently under development.

The approach to generating cooperative responses is domain-independent, although it uses domain-specific
information (contained in the form of integrity constraints, the user's query, and the database itself). The
method utilizes knowledge already present in a database and can be applied to any deductive database (and also
any relational database, since deductive databases are generalizations of relational databases). Logic provides a
uniform language for all phases of the work, from the description of this approach to the implementation of the
natural language interface.

2.1.7. Analyze Parallel Algorithms and Alternative Architectures

delim $$
gsize lIp

The thesis written by Sherlekar, [She87I, applies graph separator theorems to solve problems in graph
embeddings, VLSI layouts, and (sequential and parallel) algorithms for problems such as propositional
satisfiability and trihedral scene recognition in computer vision. An $f(n)$ - separator theorem provides an
efficient method to partition an n-vertex graph into two roughly equal parts by removing $O(f(n))$ vertices or
edges. Good separator theorems (i.e., those for which $f(n)'='o(n)$) are known to exist for several classes of
graphs such as planar, series-parallel, outerplanar, trees, and graphs of bounded genus. Separators have shown
promise in formulating divide-and-conquer strategies for efficient solutions to several graph theoretic problems
such as VLSI layouts, sparse Gaussian elimination, shortest paths, and network flow. The thesis shows how to
use these techniques to solve the following problems embedding graphs into binary trees; layouts for separable
graphs of arbitrary degree; planar layouts; Layouts for k-outerplanar graphs; and Separator-theoretic paradigms
for designing algorithms.

2.2. Parallel Software Developments

There were three areas of work in the development of parallel software undertaken under the current grant.
These were:

(a) Completion of Work on Slicing/Splicing
(b) Tools for Software Development using Artificial Intelligence Techniques
(c) AI Software for Massively Parallel Architectures

2.2.1. Slicing/Spiking

This year has seen the completion of our involvement with the slicing/splicing work. Work at the begin-
ning of this grant period focused on the conclusion of our theoretical analysis of these techniques [Wei87,
Wei88I. The theoretical analysis demonstrated the clear potential for the development of a practicable
slicing/splicing compiler for parallel computer systems. This work is currently underway at Xerox Palo Alto
Research Center under the direction of Dr. Weiser.
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2.2.2. Tools for Software Development Using Artificial Intelligence Techniques

The language ADA 1 , developed by the DOD for delivery of computer software, is designed in pan to pro-
mote the ability to design parallel programs by maximizing the re-use of software components. Unfortunately,
the language specification addresses issues in the design and implementation of both reusable software modules
and parallel programs, but not the identification and location of appropriate modules during the software
development task. The goal of our research has been to approach this issue with a concentration on the use of
symbolic information and artificial intelligence techniqies. This work thus forms an attack on a critical, but as
yet unsolved, problem in the software design process. I

In the past year we have implemented a prototype system which demonstrates that Al technology com-
bined with a knowledge base of software components can impact this problem. Our prototype Al-based reuse
tool, called AIRS (Artificial Intelligence Reuse System) [HVM87], takes a description of program functionality
and returns some suggested Ada packages for implementation of the objects described. An interaction is then
begun in whtich the user can query for more information on these packages and thus discover other functional
information which can be used later in the design and implementation process. The Ada modules handled in the
prototype "ersion consist of the EVB Grace components, a set of over 250 generic packages defining data struc-
tures.

AIRS uses a knowledge-based inference systemf which ccntains information about the operations, data
types, and data structures contained in the packages. AIRS is designed to help in the task of choosing a
representation and implementing it. This is done with a focus on reuse, rather than on algorithm synthesis or the
like. The system takes the specification and finds appropriate generic packages to suggest for implementation.

A prototype of the AIRS system has been completed meeting the goals of the above design. The system
is implemented in Common-Lisp and is crrently working on a number of different machines. The system con-
tains a knowledge base containing information about the Grace package structures, and can be used to find reus-
able components. We are presently developing a front-end interface for the system to make it more accessible.

2.2.3. Artificial Intelligence Software for Massively Parallel Architectures

Our research is directed towards the design and use of symbolic Al computing languages and techniques
for the Connection Machine. Although the design of that machine was partially inspired by Scott Fahlman's
NETL work, and although much interest in parallelism has been expressed by the Al community, few significant
massively parallel AI systems have been designed. Those systems whch have been built have generally cen-
tered on the fast numeric computation of distributed (connectionist) networks, or on special purpose software
designed to handle one specific problem. Little work has been centered on the capabilities that massive parallel-
ism can bring to standard Al tasks.

The goal of our work has been to bring some standard Al representational tools, particularly those of
semantic network and frame systems, to the Connection Machine and examine what role the rapid computation
of formerly inefficient algorithms can yield. We have designed, and begun implementing, a knowledge
representation system which performs the efficient computations of inheritance intersections (i.e. "Find all
instances which inherit from the vehicle class, have or inherit capabilities including X&Y and can be inferred to
be in locations accessible from position A or B") [Hen88, Hen88a].

2.3. Papers and Reports Written

Below we list the papers or reports written during the grant period. As a consequence of the work, we
have published 3 Ph.D. theses with partial support from the grant, [Ga188b, Koh87a, Sher87]; I Master of Sci-
ence Degree Scholarly Paper, [Gaa88]; I journal article (invited), [Min88]; 2 journal articles accepted and to
appear, [Cha88, Gra88]; 3 refereed conference papers, [GalS?, HVM87, Lobo88]; I book chapter, [Gal88a]; 1
book chapter to appear (invited), [Ga188c).

A list of all papers and reports written since the AFOSR first sponsored this work is given in the bibliog-
raphy in Section 4. The list of papers and reports that have been published during the present grant period are:

Ada is a Registered trademark of the US GOvt (AJPO).



(1) [Cha88] Chakravarthy, U., Grant, J. and Minker, J. "Logic Based Approach to Semantic Query Optimiza-
tion," ACM TODS, to appear

(2) D'ur88] Durand, I., Giuliano, M. and Minker, J. "Implementations of PRISM on the Butterfly Multiproces-

sot," In Preperation, Univiersity of Maryland.

(3) (Gaa88] Gaastertand, T. "Distributed Extensional Databases in PRISM," Scholarly Paper, Department of

Computer Science, University of Maryland. College Park, MD. 20742, May 1988.

(4) [Gal8Saj Gal, A. and Minker, J. "Informative and Cooperative Answers in Databases Using Integrity Con-

straints", In: Natural Language Understanding Logic Programming, (V. Dahl and P. Saint-Dizier, Eds.),

North Holland Publications, 1988, pp 277-300.

(5) [Gal87a) Gal, A. and Minker, J. "Greater Cooperation between Database and User. Integrity Constraints
Provide an Answer," Proceedings First Annual Conference on Natural Language and Logic Program-

ming, Vancouver, Canada, 1987.

(6) [Ga188b] Gal, A. "Cooperative Responses in Deductive Databases" Thesis, University of Maryland Techni-

cal Report, UMIACS-TR-88-55, CS-TR-2075, July 1988.

(7) [Gal88c] Gal, A. and Minker, J. "Producing Cooperative Answers in Deductive Databases" In: Logic and

Logic Grammers for Language Procescing (P. Saint-Dizier and S. Szpakowicz, E~s.) L.S. Harvard Ltd. (to
appear)

(8) [Giu87] Giuliano, M., Kohli, M., Minker, J., Rajasekar, A., & Sherlekar, D. Parallel Logic Programming

in PRISM: Initial Experimental Work Technical Report CS-TR-1887, Computer Science Department,
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